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OASIS OF KNOWLEDGE



 
QUESTION ONE (20 MARKS) 

 

a) Explain clearly what is meant by weak consistency.              (2marks) 

b) Let 𝑋1, 𝑋2, … , 𝑋𝑛 be iid random variables from the uniform 𝑢(𝑎, 𝑏)distribution. 

Suppose 𝑇𝑛 = 2�̅� − 𝑎 . Show that 𝑇𝑛 is weakly consistent for 𝑏 when 𝑎 is known 

                    (10marks) 

 

c) Let 𝑋1, 𝑋2, … , 𝑋𝑛 be iid random variables from a population having p.d.f  

 𝑓(𝑥) =
1

𝜃𝑛Γ(𝑛)  𝑒−𝑥/𝜃𝑥𝑛−1  ∶    𝑥 > 0, 𝜃 > 0  . Show that 
Σ𝑥2

𝑛2(𝑛+1)
 is 

unbiased for 𝜃2       (8marks) 

 

 QUESTION TWO (20 MARKS) 

 

 

a) Distinguish between method of moment and Maximum Likelihood method of 

estimation ( 5marks) 

b)  Let 𝑋1, 𝑋2, … , 𝑋𝑛 be iid random variables from a population having p.d.f    

 

𝑓(𝑥) =
1

𝜃𝑚Γ(𝑚)  𝑒−𝑥/𝜃𝑥𝑚−1  ∶    𝑥 > 0, 𝑚 > 0  .  

Assuming that  

i. 𝑚 is known 

ii. 𝑚 = 2 , find MLE of 𝜃         (10 marks) 

c) Find moment’s estimator of 𝜃 given that; 

 

𝑓(𝑥) = 𝜃𝑥(1 − 𝜃)1−𝑥 ; 𝑥 = 0,1;  𝜃𝜖(0,1)                   (5 marks) 

 

QUESTION THREE (20 MARKS) 

 

a) Distinguish sufficiency from completeness as used in parameter estimation theory. 

           (4 marks) 

b) Let   𝑋1, 𝑋2, … , 𝑋𝑛 are iid  random variables from a population with p.d.f  

 

𝑓(𝑥) =
1

𝛽(𝜃,2)
 𝑥𝜃−1(1 − 𝑥)  ∶    0 < 𝑥 < 1, 𝜃 > 0  . By the factorization criterion, find 

a sufficient statistic for  𝜃.                             (8marks) 

c) Let   𝑋1, 𝑋2, … , 𝑋𝑛 are iid  𝑁(𝜇, 𝜎2). Find a complete sufficient statistic for the 

population mean and variance.      (8 marks) 

 

 

  

 

              QUESTION FOUR (20MARKS) 

 

a) Let   𝑋1, 𝑋2, … , 𝑋𝑛 be iid 𝑁(𝜇, 𝜎2)  random variables where both mean and variance 

are unknown. Find the UMVUE of  



i. 𝜇 

ii. 𝜎2 

iii. 𝑑(𝜇) = 𝜇2                                     (10marks) 

 

b) Let  𝑋1, 𝑋2, … , 𝑋𝑛 be iid Poisson random variables with 𝑓(𝑥𝑖, 𝜃) =
𝑒−𝜃𝜃𝑥𝑖

𝑥𝑖!
   𝑥 =

0,12, … 

Find a UMVUE of 𝜃2. Does there exist a MVBUE of 𝜃2.  (10marks) 

 

QUESTION FIVE (20 MARKS) 

 

a)    Find  the estimator of 𝛼 and 𝛽 in  

,  𝑓(𝑥) = {
𝛤(𝛼+𝛽)

𝛤𝛼𝛤𝛽
𝑥𝛼−1(1 − 𝑥)𝛽−1, 0 < 𝑥 < 1 , 𝛼 > 0, 𝛽 > 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                             

      By method of moment.                     (12 marks) 

 

 

b) The following data represents the number of earning members (𝑋) and the total 

monthly income (𝑌) hundreds of thousands of 15 randomly selected families in an 

area. 

1 1 1 1 1 1 1 2 2 2 3 3 3 4 2 

20 15.5 12 8.6 6 8 6 33.5 40.6 50 65.6 20 38 100 35 

 

Assuming a linear relationship of 𝑌 and 𝑋, estimate the parameters by method of least 

squares.                                                   (8marks) 

 

 

 


