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ABSTRACT

Information system security in the current interconnected environment called the cyber-space is continually getting more sophisticated. All the players involved- governments, corporates, IS security experts and users, both naïve and sophisticated- all grapple with one big problem: how to decide on what level of security is enough for their information system since the amount of security controls applied must be commensurate with the IS assets being protected. In that regard, many organizations adopt risk-based security, in the hope that it would answer the elusive IS security question, but to no avail. Unfortunately, many such organizations still experience numerous breaches to their Information systems and some even realize they have fallen victims to cyber criminals, long after the actual compromise. It is for this reason that this paper presents a novel security model called Stratified Cyber Security Vigilance (SCSV) model that augments the standard risk-based security approach and demonstrates its ability to improve IS security.
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1 Introduction

As our lives continue to depend more on computers, our own security lies in their security [1]. Governments, business enterprises, political players, researchers, and many others, all depend on computer based information systems to effectively accomplish their undertakings. Therefore security of data and the systems that store and manipulate these data is of paramount importance to all technologically progressive organizations. [2] defined information system security as the set of measures and mechanisms that are put in place in order to safeguard computer or information system’s confidentiality, integrity and availability with the aim of preventing unauthorized disclosure, unauthorized modification and unauthorized withholding. [3] on the other hand defines it as the protection afforded to an automated information system in order to attain applicable objectives of preserving integrity, availability and confidentiality of information system resources. In the current digital age, it is difficult to confine information, data and network software to geographical localities and so can’t we confine their security [4]. It therefore means that when conceptualizing, designing and implementing IS security must take global perspective and the mechanisms put in place must consider both stationary and transit data.
as well as being cognizant of the complexities and challenges emanating from diverse legal jurisdictions involved. This whole complex process must be done in a risk-based, cost-effective manner [5].

2 Related Works

Risk-based information system security begins by identifying the assets to be protected, calculating their values so that they are neither over protected nor under protected, assessing both internal and external threats to the system, identifying system vulnerabilities and then conducting threat-vulnerability (T-V) paring to determine which threats are likely to exploit which vulnerabilities to harm the system. In this process, the security expert deals with both real and perceived threats [6]. Information system threats and vulnerabilities cover a wide array of events, virtually none of which can be totally eliminated while still operating the system [7].

Since no system can be rendered totally secure, once threats and vulnerabilities are identified, their impact on the total system must be assessed to determine whether to accept the risk of a particular danger, and the extent to which corrective measures can eliminate or reduce its severity. The primary goal for an IS Security professional involves putting efforts to reduce the threat window, which is the time between detection of an incident and response [8]. This is one of the fundamental aspects of creating a robust security program. It therefore means that detection must be prompt and appropriate action taken immediately. For prompt detection to take place there is need to use a security model that delivers high level of vigilance. [9] said that one best practice towards network security is to build the network model in a way that can foster security. And [10] indicated that, lack of attention on the part of management has exposed many information systems to security breaches. These facts elevate the concept of vigilance to the centre stage of an effective information system security program.

Many information system security models have been proposed in attempt to improve security. These models range from specific to general purpose and do sometimes overlap, depending on designers or implementers. Whatever the case, the models should help in achieving the main information security goals namely confidentiality, integrity, availability, authentication and accountability [11]. The system should be secure, both from the user and administrator perspective. [12] explained that secure systems must have been built using secure components such as strong cryptographic algorithms, secure key redistribution mechanisms and robust authentication protocols. Some of these systems include Pretty Good Privacy (PGP) which provides email security and operates at the application layer, Secure Shell (SSH) which provides security during remote system login. At the transport layer are the Secure Socket Layer (SSL) and the newer version called Transport Layer Security (TLS). Finally IPsec protocol operates at the IP or network layer.

Some common security models include access control list, Bell-La Padula model, Biba model, Brewer and Nash model, Capability-based security, Clark-Wilson model, Graham-Denning model, Harrison-Ruzzo-Ullman model and lattice-based access control model. Others are mandatory access control, object-capability model, role-based access control, take-grant protection model and protection ring. Some implement specific aspects of security- for example Bell-La Padula for confidentiality while Biba and Clerk-Wilson models are geared toward safeguarding data integrity. While Bell-La Padula and Biba models approach access control from a static standpoint, the Brewer and Nash model, also called Chinese wall model provides information security access controls that have the capacity to change dynamically. Its
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intention was to provide controls that can mitigate conflict of interest in commercial organizations. Most of these models need to be integrated into a more comprehensive and holistic model in order to be able to protect an enterprise end-to-end in line with the organization’s security policy [13].

An example of such a model was proposed by [3]. He described a more general and holistic model for network security as shown in figure 1 below. He demonstrated a scenario where the sender intends to transmit a message to the recipient over the internet. Since the internet is inherently insecure by virtue of its pervasive and ubiquitous use, it is expected that some secure mechanism must be put in place to ensure safe communication.

![Figure 1: Model for Network Security (Stallings, 2011)](image)

This model borrows heavily from the ideas of [12] explained above. Security related transformation is done using secret information provided by the trusted third parties- in this case encryption keys. This model if adopted and properly implemented can safeguard confidentiality of data through encryption. However it is silent on integrity and availability of data and information systems. Moreover, this paper contends that security in whatever form- whether administrative, physical or logical is miserably impractical without vigilance on the part of security agents, other stakeholders including those being protected and the information system itself.

Generally speaking, vigilance is the process of paying more careful attention, especially in order to notice possible danger [14]. From psychology perspective, vigilance refers to the ability of organisms to maintain their focus of attention and to remain alert to stimuli over prolonged periods of time [15]. In information systems, security of computers or programs largely depends on the efficiency of its vigilance mechanisms that prompts its users and administrators when an abnormal activity occurs [16]. With brisk and widespread adoption of computer systems coupled with quick-fix application development and deployment tendencies, everything in the information system infrastructure appears to be vulnerable. To that end, security of information systems has become a cause of great concern.

In its cyber security report, Deloitte indicated that a good financial system must have three main features- secure, vigilant and resilient. It explained that a secure system must have enhanced risk prioritized controls to protect against known and emerging threats and should comply with industry cyber security standards and regulations. A vigilant system must detect violations and anomalies through better situational awareness across the environment. Finally, a resilient system must establish the ability to quickly return to normal operations and repair any damages to the business [17]. It further illustrates that organizations need multipronged approach to cyber security management involving automated systems and people. This is illustrated in figure 2 below.
Several studies indicate that many cyber-attacks take place against individuals, organizations or states and either go unnoticed or are detected too late thereafter. These attacks are perpetrated either by lone cyber criminals, organized criminals like Anonymous hackers and hacktivists or government agencies. According to [18], United States, British and Chinese governments participate in large scale cyber-crimes in the name of gathering intelligence to curb terrorism or for economic and political espionage. To prevent such acts of law breaking by the supposed law enforcers, citizens ought to be vigilant and defend themselves through civil rights activism or the technology community need to over-engineer their systems to prevent unlawful government surveillance that impinge on citizen’s fundamental rights to privacy.

[17] also reported that the response time to cyber-attacks by global financial services firms indicates significant gaps in their preparedness. This is due to inability of these firms to quickly detect and respond to cyber threats. As illustrated in figure 3 below, attack success is the time to compromise the system. It measures time from the first malicious action taken against the victim until the point at which an information asset is negatively affected. Discovery success is the time from compromise of the system to discovery. It measures time from initial compromise to when the victim first learns of the incident. Finally, restoration success is the time from discovery to containment. It measures the time between discovery of a breach to when it is successfully contained. The study showed a big margin between attack success and discovery success, and another big margin between discovery success and restoration success. This clearly shows a lapse in vigilance.
The Deloitte study discovered that 34% of successful attacks to information systems happened within seconds; 8% succeed within minutes and 46% succeed within hours. These statistics showed that a whopping total of 88% of information systems that were attacked and got compromised succumbed to their victims within less than a day. Only 10% resisted attacks for days and another 1% for weeks. The remaining 1% was not allocated. This grim state of IS security in financial systems was worsened by the fact that only 21% of targeted organizations had security systems that could detect attacks within a day while majority took longer to detect- 30% took days to detect, 11% took weeks, 34% took months and 4% took years to detect that they were compromised. When it came to restoring the system, no organization was able to restore its system or services within seconds or minutes. The most efficient was discovered to be able to restore within hours, constituting 40%. The other, 25% took days to restore their systems, 10% took weeks, 20% took months and 5% took years to restore their systems. The disturbing results of this study revealed a huge lapse in vigilance and security of information systems in financial services firms.

Kenya’s case is not any batter as [19] reported that various sectors of the economy were just coming to terms with the alarming fact that hacking was taking a menacing proportion and causing untold havoc. It stated that in late 2014, companies lost a mindboggling KSh. 15 billion to hackers. The statistics which they got from Kenya Cyber Security Report 2015 showed that an average of 30 companies suffered cyber-attacks in Kenya daily. The bigger problem was that the devastation caused was unlikely to be detected until up to 120 days later. This information showed that there was dire need for enhanced vigilance in order to successfully combat cybercrime.

The necessity for vigilance is usually augmented by the complexity that characterizes information systems security. This is because IS security is pervasive and is a continuous process not an event. A well designed and implemented security program, if forgotten is as good as no security [20]. Besides, vigilance should be stratified to ensure that the degree of vigilance required for any system or resource is commensurate with the level of risk faced by that system or resource. This requires organizations to diligently assess their risk levels and develop a stratified vigilance scheme based on the risk ratings [21].

There is no doubt that risk rating is a principal factor in determining security level of an information system. NIST (2003) defined risk in information systems as the net negative impact of the exercise of a threat on a vulnerability, considering both the probability and the impact of occurrence. Risk management on the other hand is the process of identifying vulnerabilities and threats to the information resources used by an organization in achieving business objectives, and deciding what countermeasures, if any, to take in reducing risk to an acceptable level, based on the value of the information resource to the organization [23].

Risk management is a continuous process that starts by identifying organization’s assets or resources that need to be protected and estimating their values; then assessing the threats to those assets or resources, followed by an assessment of all the vulnerabilities that exist in the system. Risk is thereafter calculated based on the probability that a given threat would exploit a vulnerability to cause harm to the systems, and the impact this action would have on the system and business processes. After this determination has been made, the organization needs to identify, select and implement appropriate controls that are proportionate with the level of risk. The final stage is to evaluate effectiveness of the controls and start the process all over again. Note that organizations can take any of the following five possible options when
dealing with risks [24]. They can mitigate, transfer, accept, avoid or deny the risks. The decision made will depend on the rating of these particular risks, where each risk will be treated individually.

Risks can be calculated or estimated using quantitative or qualitative approaches. In information systems, the most tenable way is using qualitative approach [24]. In this approach, the probability or likelihood of a threat exploiting a vulnerability to cause harm over a period of one year will be rated as low, moderate or high, based on percentages. Table 1 below shows a sample likelihood definition that can be sued.

**Table 1: Likelihood Definitions (NIST, 2003)**

<table>
<thead>
<tr>
<th>Ratings</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0-33% chance of successful exercise of threat during a one-year period</td>
</tr>
<tr>
<td>Moderate</td>
<td>34-66% chance of successful exercise of threat during a one-year period</td>
</tr>
<tr>
<td>High</td>
<td>67-100% chance of successful exercise of threat during a one-year period</td>
</tr>
</tbody>
</table>

On the other hand the level of damage or impact that the attack is likely to exert on the system or business is also rated as low, moderate or high. In many cases this will be evaluated based on the effect on confidentiality, availability and integrity of the information resources of the organization including business processes. Once this is satisfactorily done, the risk determination matrix can be constructed to show how various risks are rated. This is shown in table 2 below.

**Table 2: Risk Rating/ Determination Matrix**

<table>
<thead>
<tr>
<th>Impact of the Incidence</th>
<th>Likelihood of Occurrence of Incidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Very Low</td>
<td>Low</td>
</tr>
<tr>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Very Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

As discussed in the previous sections of this research, risk and vigilance are key factors in security of information systems. Even the process of risk management itself requires vigilance. This is because risks and vulnerabilities are dynamic and a vigilant risk management team or system is required to keep pace with the ever changing cyber security landscape (NIST, 2003). A stratified vigilance scheme that matches risk ratings is therefore proposed as follows: very low vigilance, low vigilance, moderate vigilance, high vigilance and hyper vigilance. And using this rating, a risk - vigilance paring for an information system can then be done

This paring helps to provide vigilance which is commensurate with the risk to an information asset. This is supported by Resource Theory of vigilance proposed by [25], [26],[27], [28]. According to this theory, human vigilance depends on the mental capacities or resources that can be allocated to the task. The concept of resources draws on economics of vigilance which supports the assertion that the resources used to secure an asset must be commensurate with the value of that asset. In this case the organizations need to employ both human and automated vigilance which have financial implications.

The concept of vigilance is heavily applied in security [29], [30] and the whole of military spectrum [31]. This study broadly classifies vigilance into two main components namely human vigilance and automated
vigilance. In the modern technology-driven enterprise environments, vigilance has ceased being an exclusive human activity as was the case in the olden days. In addition to involvement of human actors, which is very critical for making semi-structured and unstructured decisions, there are myriad automated systems designed to alleviate the physiological and psychological human resources required in vigilance as an aspect of security.

There are many automated IS devices or components for implementing vigilance. The most commonly used such devices or systems in cyber security vigilance are firewalls, intrusion detection systems (IDS), intrusion prevention systems (IPS), bandwidth management and monitoring tools, traffic analysis or discovery tools, system alerts, host based scanners, network and port scanners, among others [32], [33].

The other component is human vigilance as earlier stated. One needs to underscore the importance of involvement of human actors in cyber security because automated systems may not have the capacity to make critical unstructured and semi-structured decisions based on environmental and other factors necessary in decision making. For example humans need to view system logs, alerts, alarms and decide how to respond appropriately. There are instances when, one may even decide to shut down the system temporarily in order to solve a more catastrophic attack that would happen if the system remained running throughout. Depending on the organogram of the organization, the human actors may include operational staff, operational level managers or supervisors, middle level managers and top level or strategic level managers [34], [35].

After considering components of vigilance in an IS system, the next thing is to look at vigilance activities in an information system. These are those factors that determine whether a system is vigilant or not but may not necessary be used to measure or rate the quality of vigilance. In psychology, vigilance is described as the ability to maintain concentrated attention over prolonged periods of time with the intention to detect the appearance of a particular target stimulus [36]. The individual watches for a signal stimulus that may occur at an unknown time. This means that vigilant human actors need to constantly observe their environment. To do this, they must be able to detect activities with random occurrences, the stimuli must be transmitted into the brain for interpretation and then an appropriate action or response is made.

[37] recommended the need for a vigilance classification based on the domain of application. When this concept is applied in information system security, vigilance must exhibit similar features to those in psychology, but the components used will be different. The system- both automated and human components- must monitor, detect, interpret, report and respond appropriately to activities and events [38]. The incident or stimulus comes from the environment of the system. This incident is detected by the system, interpreted, reported and a response is made- which in this case should be a corrective action [39].

There are also parameters that can be used to measure the quality of vigilance in an information system. The process of detection, interpretation, reporting and response must be done in a manner that can help in making correct decisions in a timely manner. Consider for example, the British Royal Air Force while using RADAR during the Second World War were not able to detect their targets accurately and hit the German U-boats that were sinking allied ships. Therefore the quality of their vigilance was considered to be poor [40]. For effective and quality vigilance, the indicators of vigilance –detection, interpretation, reporting and response must be done in an accurate and timely manner. Automated and human vigilance components must never issue false alarms. However time for detection, interpretation, reporting and
response can be tampered with the level of risk to the organization. The study therefore finds the need to develop a mechanism to relate risk, vigilance and time constraints allowed for each level of risk to be tackled in compliance with resource theory of vigilance articulated by [41], [42]. In that regard, as the level of risk increases so does vigilance increase and time constraints decrease proportionately. This depicts an inverse relation between risk and time constraints for action. These time constraints can further be matched to the kind of reasonable response that may be required of the system or system administration based on the organization’s security policy.

It is worth remembering that vigilance classification is done based on calculated or estimated level of risk to the organization’s information system assets. These assets help the organization to pursue its business strategy. From the perspective of strategic management, information technology strategy and its adoption must fit the business strategy since IT should be a driver of business strategy and processes [43]. This means that cyber security risks are not just IT problems but are strategic business problems [17], [10]. Therefore, once information about system risks has been generated, it must be reported for decision making and action. Irrespective of the organogram of the organization, risk must be responded to appropriately and proportionately.

According to [34] in the process of managing different subsystems of an organization, executives at various levels of the organization need to make management decisions. He classifies these decisions as strategic, tactical and operational decisions based on three management levels namely strategic, tactical and operational levels. [44] also classify management levels into three, but with different names - senior management, middle level management and supervisory management. [35] on the other hand describes four levels of management as top management, intermediate management, middle management and supervisory or operational management.

Whichever names given to these levels of management, the single point of agreement is that the top most level of management in any organization deals with the overall strategy of the organization. Middle level deals with interpretation and implementation of the strategy and low level management deals with supervision of the day-to-day operations of his or her section or division in the organization [35], [34]. Figure 4 below illustrates this information.

![Figure 4: Management Levels (Lucey, 2005)](http://dx.doi.org/10.14738/tnc.65.5166)

With reference to the above explanation, highly rated risks have direct impact on the strategic objectives of the organization and therefore should get direct and immediate involvement of the strategic level management of the organization. Moderate risks need the immediate attention of middle level management and low level risks may only need direct and immediate attention of operational level
management. This stratification of response to risk based on management levels is in tandem with economics of risk management and is what partially informs the stratified cyber security vigilance (SCSV) model, developed in the subsequent section.

3 Model Formulation

Proper risk management is the hallmark and foundation for any effective information system security program since organizations need to assess their risks and implement appropriate security controls that can mitigate against those risks [45]. It is for this reason that the study aimed at developing a cyber-security model founded on the widely accepted risk-based information system security model, but with an enhancement called stratified vigilance. As earlier stated, risk management is the process of identifying vulnerabilities in and threats to information resources used by and organization in achieving business objectives and deciding what countermeasures, if any, to take in reducing risk to an acceptable level, based on the value of information resource to the organization [23]. It is as an iterative process comprising of the following steps:

1. Identification of all relevant assets and estimation of their values
2. Conducting threat assessment within the organization and its environment
3. Conducting vulnerability assessment within the organization
4. Performing threat-vulnerability (T-V) pairing
5. Calculating risk in terms of likelihood of occurrence and impact on the information assets
6. Identification, selection and implementation of appropriate security controls
7. Evaluation of the effectiveness of those controls that have been implemented

This process has been illustrated in figure 5 below. It is vital to note that at the center of risk management is business strategy and processes. This is because threats have the potential of disrupting business processes and the overall business strategy of the organization. Therefore risk management process must be owned and driven by the strategic level management. After risk assessment has been conducted successfully, the management of the organization can make any of the following five decisions risk by risk: mitigate the risk internally by implementing appropriate controls or countermeasures; transfer the risk to a third party for example by outsourcing the service or engaging the services of an insurance company; avoid the risk by removing the risky parts of the system being used or replacing it all together with a lower risk system; accept the risk if its likelihood and impact is very low; or deny the risk if it’s not clearly articulated.

![Figure 5: Risk Management Process](image-url)

Even though risk can be calculated using quantitative or qualitative approach, in information systems risk management, the most tenable approach is using qualitative one [24]. Table 1 and table 2 above
respectively show likelihood definitions and risk rating or risk determination matrix used in qualitative risk management. The five level risk rating scale developed for this study is: very low, low, moderate, high, very high. And as was discussed in previous section risk and vigilance are principal factors in information system security [22], [20], [45]. In the light of this, a stratified vigilance scheme that matches risk ratings would therefore be proposed as follows: very low vigilance, low vigilance, moderate vigilance, high vigilance and hyper vigilance. A risk-vigilance paring for an information system can then be developed as shown in figure 6 below. This rating will help in providing vigilance that is commensurate with risk to an information asset. This is supported by Resource theory of vigilance proposed by [25], [26], [27], [28].

![Figure 6: Risk-Vigilance Paring](image)

Once threat-vigilance paring has been done, vigilance needs to be clearly defined in a manner that it can be clearly classified in terms of security roles by human actors [29], [30], [31] and automated technical controls [32], [33]. Additionally, [37] recommended that vigilance should be classified based on the domain of application. Therefore when vigilance is applied in the discipline of information system security, the entire system comprising of automated and human components must be able to monitor, detect, interpret, report and respond appropriately to events and actions [38].

Figure 7 below illustrates this process. The incident or stimulus comes from the environment of the system. This incident is detected by the system, interpreted, reported and a response is made—which in this case is referred to as corrective action. Note that interpretation appears twice. If the information system tools used to implement security vigilance are intelligent then interpretation of security reports are automated. In that case, response to the undesired incident can also be automated. However if the system is not intelligent enough to interpret the incidences correctly then the role is transferred to human actors who will interpret the incident reports and respond to them appropriately. In such a case, then the role of automated security of the information system will simply be to detect and report incidents in raw form for human actors to interpret and respond.

![Figure 7: Ideal Information System Security Activities](image)
The quality of vigilance in an information system can be measured in terms of accuracy and timeliness. This means that the process of detection, interpretation, reporting and response must be done in a manner that can help in making correct decisions within an acceptable time constraint. This gives an impression of good quality of vigilance [40]. Figure 8 below illustrates how the stratified vigilance model correlates risk to vigilance in terms of time constraints allowed for each level of risk. Note that as the level of risk increases so does the vigilance increase and time constraints decrease. This depicts an inverse relation between risk and time constraint for action.

![Figure 8: Relating Risk, Vigilance and Time Constraints for Actions](image)

The time constraints described in figure 8 can further be matched to the kind of reasonable response that may be required of system administration based on the organization’s security policy. Table 3 below illustrates an example of the possible activities expected of system administration at different levels of vigilance.

<table>
<thead>
<tr>
<th>Vigilance Level</th>
<th>System Administration Activities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low Vigilance</td>
<td>System is setup but unmonitored. Owners are content with its existence.</td>
</tr>
<tr>
<td>Low Vigilance</td>
<td>System is monitored to ascertain system health.</td>
</tr>
<tr>
<td>Moderate Vigilance</td>
<td>If there is a problem, system diagnosis is done to identify cause.</td>
</tr>
<tr>
<td>High Vigilance</td>
<td>Ensures that a solution is found and test its effectiveness.</td>
</tr>
<tr>
<td>Hyper Vigilance</td>
<td>If no concrete solution is found, propose a solution and escalate.</td>
</tr>
</tbody>
</table>

Since vigilance classification is done based on calculated level of risk, and cyber security risks are strategic business risks [10], [17] therefore risk management is a strategic management role and all other levels of management must perform their respective delegated roles in tandem with that fact [43]. Meaning the entire process must be steered by strategic level management as illustrated in figure 4 above. All these components are then put together to form the SCSV model shown in figure 9 below.
Five goals of securing information systems and services running in a network have been identifies in this study as the need to identify and control logical threats; the need to identify and control logical vulnerabilities; the need to enhance availability of the system and outsourced services; the need to optimize the utilization of IS resources; and finally the need to produce a proper design and appropriately reengineer the information systems. These goals were also identified as the parameters with which the effectiveness of the SCSV model shall be tested. Appropriate IS design and reengineering is placed at the centre of all the other four parameters since it directly affects other parameters. Figure 10 below illustrates these goals and relates them to ideal information system security activities illustrated in figure 7. These are the activities that are expected to take place in a secure vigilant system. And consequently, figure 10 is a simplification of what a vigilant system is, combined with the parameters identified for testing the SCSV model.

The formulated stratified cyber security vigilance (SCSV) model was then tested using these parameters to validate its effectiveness in mitigating risks in a corporate information system environment. The complete model together with the testing parameters is illustrated in figure 11 below.
In this model, risks are rated and assigned appropriate levels of vigilance. These levels of vigilance determine who first acts on the risk and how they need to respond. For instance, when a very low level risk is detected in the information system, automated vigilance systems and operational level employees are expected to deal with it conclusively. In case of a medium level risk, the automated systems and operational level managers are expected to report this to tactical level management and they handle it together. If the risk is high, this must be escalated quickly from operational managers, to tactical level managers for appropriate response. However in case of a very high risk, a real-time reporting and escalation is required all the way to strategic level managers. They will then make a decision and recommend actions commensurate with the risk, which may even include reviewing the ISSP. The reporting and escalation can be done using secure emails, SMS alerts, red flags and other forms of alarms depending on response time constraints allowed for each risk level.

4 Model Testing

Preceded by fastidious preparations and meticulous planning, the study entailed designing a sophisticated network infrastructure and deploying various security tools on this network to collect real-time and residual data. The systems were then adjusted appropriately from time to time and at each stage data was collected. Five phases of the system were deployed and tested. Each phase had different configuration and components were set up in a manner that the initial system was simpler in design, configuration and had fewer components while each subsequent phase got more complex in all the above mentioned aspects. Each added level of sophistication represented an advanced level of vigilance. Therefore each of the five levels of system design corresponded to each stratum of vigilance in the model, and this in turn corresponded to each stage of the system diagnostics ability. As illustrated in figure 12 below, the SCSV model was applied in a network to test whether it can improved the system’s ability to detect and control logical threats such as computer viruses.
The data in figure 12 shows that at very low vigilance level, no viruses were detected because there were no monitoring tools deployed on the network. As the level of vigilance increased, the number of detections steadily increased from low, medium to high vigilance where the highest number of viruses were detected. However, at hyper vigilance level, we observed a sharp decline in the numbers of viruses detected in the system since most viruses have were detected and locked at high vigilance level. However, the remaining viruses needed human intervention to control them such as deployment of other additional controls that could specifically control these viruses.

The SCSV model was also applied on the network to detect and control vulnerabilities. One of the most common logical vulnerability in information systems is unprotected network ports on hosts. A scan was performed on the network and the results shown in figure 13 below were obtained.

As depicted in figure 13 above, low levels of network vigilance was characterized by high numbers of unused open ports on servers while as vigilance increased, most of these ports were filtered using firewall rules thereby increasing the security of servers.

The SCSV model was similarly applied on the network to test stability of two ISP links and results illustrated in figure 14 below.

As depicted in figure 14, from the onset during very low vigilance, no monitoring tools were used and therefore the assumption was that the uptime was the maximum available number of second in a month. However as the level of vigilance increased, it was detected that the uptime for both links wasn’t as expected since there were brief, and sometimes prolonged downtimes from time to time. This discovery was followed by timely communication between the organization receiving the service and the ISPs to
ensure prompt restoration of service. It therefore led to better levels of stability for both links as indicated in the graph above.

Finally, we also applied SCSV model in managing access to YouTube which was one of the resources in the internet whose access consumed the highest amount of bandwidth of the organization where the research was done.

As shown in figures 15 (a) and (b) above, during very low vigilance, no records on YouTube usage were captured because there were no network monitoring tools. However at low vigilance level, the system was configure to monitor the applications running on the network and it detected that about 220 GB of data was being consumed by YouTube alone. A QoS policy was written to control this activity. This resulted into a sharp decline in the amount of bandwidth used in the YouTube steaming to less than 10 GB. After a while the consumption started increasing gradually to about 30 GB. This was as result of users discovering that they had been restricted from accessing YouTube videos and starting to deploy tools to help them circumvent these policies. Table 4 below displays some of the tools users deployed to circumvent the QoS policy restricting the use of YouTube in the network. Figure 15 (b) on the other hand shows that the amount of hits on YouTube declined but not by the same proportion as the amount bandwidth consumed. This was because users continued trying to access the service even when it had been restricted. However when they discovered that they could not access it, most of them gave up but a few decided to use software tools to counter the controls. This majorly happened in subnets 192.168.2.0/24 and to a less extent in subnet 192.168.0.0/24.

<table>
<thead>
<tr>
<th>Tool used to Circumvent QoS Policy</th>
<th>Number of Users in 192.168.2.0/24</th>
<th>Number of Users in 192.168.0.0/24</th>
<th>Number of Users in 192.168.1.0/24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gbridge VPN Proxy</td>
<td>1069</td>
<td>134</td>
<td>17</td>
</tr>
<tr>
<td>Tor Proxy</td>
<td>88</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>Ultrasurf Proxy</td>
<td>1025</td>
<td>463</td>
<td>98</td>
</tr>
<tr>
<td>Operamini Proxy</td>
<td>2231</td>
<td>74</td>
<td>13</td>
</tr>
<tr>
<td>Hotspotshield Proxy</td>
<td>22014</td>
<td>1267</td>
<td>21</td>
</tr>
<tr>
<td>Secure Socket Layer Protocol</td>
<td>141702</td>
<td>113221</td>
<td>124619</td>
</tr>
</tbody>
</table>

Table 4: Tools used to Circumvent QoS Policy in the Network

5 Conclusion

In this paper, we clearly described how we systematically developed and tested the SCSV model for corporate information system security. From the empirical data we collected in-situ, analyzed and used
to test the model, we demonstrated that using the SCSV model in a corporate network would improve the process of detecting and controlling logical threats and vulnerabilities, enhancing optimal utilization of internet bandwidth and increasing availability of internet bandwidth in an organization due to enhanced link stability.
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